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a b s t r a c t

Many theories of early word learning begin with the uncertainty inherent to learning a
word from its co-occurrence with a visual scene. However, the relevant visual scene for
infant word learning is neither from the adult theorist’s view nor the mature partner’s
view, but is rather from the learner’s personal view. Here we show that when 18-month
old infants interacted with objects in play with their parents, they created moments in
which a single object was visually dominant. If parents named the object during these
moments of bottom-up selectivity, later forced-choice tests showed that infants learned
the name, but did not when naming occurred during a less visually selective moment.
The momentary visual input for parents and toddlers was captured via head cameras
placed low on each participant’s forehead as parents played with and named objects for
their infant. Frame-by-frame analyses of the head camera images at and around naming
moments were conducted to determine the visual properties at input that were associated
with learning. The analyses indicated that learning occurred when bottom-up visual infor-
mation was clean and uncluttered. The sensory-motor behaviors of infants and parents
were also analyzed to determine how their actions on the objects may have created these
optimal visual moments for learning. The results are discussed with respect to early word
learning, embodied attention, and the social role of parents in early word learning.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Infants learn their first words through the co-occur-
rence of a heard word and a visual scene. By many analyses
(Frank, Goodman, & Tenenbaum, 2009; Quine, 1964; Smith
& Yu, 2008; Snedeker & Gleitman, 2004; Waxman & Booth,
2001), the central theoretical problem in explaining how
infants break into word learning is the ambiguity inherent
in everyday scenes with their many potential referents. In
this view, it seems unlikely that an infant would, for exam-
ple, hear the word ‘‘train’’ when then named object was the
only object in view; instead, it seems that the infant would
more often hear the label when the intended referent, a toy
train perhaps, was part of a visual jumble of many things,
for example, with a toy car, a ball and a cup on the floor.
This, then, is the theoretical problem: Given the ambiguity
. All rights reserved.
inherent in such everyday scenes and a learner who may as
yet know none of the names of the things in that scene,
how can that learner determine the intended referent?

Contemporary solutions endow infants with remark-
able cognitive skills, including prior knowledge about the
kinds of concepts that are lexicalized by languages (Wax-
man & Booth, 2001), the ability to make inferences about
the thoughts and intentions of the speaker (Baldwin,
1993), and powerful statistical mechanisms that evaluate
data across many word-scene experiences (Frank et al.,
2009; Smith & Yu, 2008; Yu & Smith, 2007). These are all
internal cognitive solutions that accept the premise of ref-
erential ambiguity. Here we consider an external sensory-
motor solution and the possibility that the premise of
referential ambiguity is exaggerated. Early word learning
often takes place in the context of infants’ active explora-
tion of objects: infants do not simply look passively at
the jumble of toys on the floor but rather use their body
– head, hands, and eyes – to select and potentially visually
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isolate objects of interest, thereby reducing ambiguity at
the sensory level. These bodily movements also create
overt cues that might be exploited by the mature social
partner. If infants through their own actions on objects cre-
ate possible optimal visual moments – with minimal clut-
ter – and if parents are congenial enough to name objects
at those moments, then the degree of referential ambiguity
may be reduced at the level of the sensory input itself.

This hypothesis was suggested by several recent studies
that used head-cameras to capture infants’ egocentric
views during interactions with objects. The findings sug-
gest that during active play with multiple objects, infants
create clean one-object-at-a-time views as a byproduct of
their own manual engagement with the objects (Smith,
Yu, & Pereira, 2011; Yoshida & Smith, 2008; Yu, Smith,
Shen, Pereira, & Smith, 2009). In the contexts used in these
studies, there were always multiple objects close together
in the play area but analyses of the head-camera images
indicated that the infant’s view often contained a single
object that was close to the infant’s body and head, and
thus visually larger than the other objects. The specific
empirical question for the present study is whether these
visually selective moments – observed in contexts of toy
play – are also optimal moments for object name learning.
If so, it would suggest a bottom-up sensory solution to ref-
erential uncertainty.

As in the previous studies, we used head cameras to re-
cord the first-person views of toddlers and parents as they
jointly played with toys. However, in the present study, all
toys were novel and parents were asked to name them
with experimenter-supplied novel names. At the end of
the play session, infants’ knowledge of the object names
was tested via a preferential looking measure. Parents
were not explicitly told to teach the object names, and
were not told that their infants would be tested at the
end of the play session. In this sense, the task was an inci-
dental learning task embedded in the context of toy play,
in which parents named and infants heard those names
alongside of other activities such as stacking, rotating,
exploring, and playing with objects, similar to the free-
flowing play contexts in which everyday word learning is
assumed to take place (Hart & Risley, 1995; Hirsh-Pasek,
Golinkoff, Berk, & Singer, 2009; Ruff & Rothbart, 2001).
We took this approach – not explicitly telling parents to
teach the names – because we did not want parents to
exaggerate or alter their behaviors in response to perceived
demands characteristic of the laboratory setting.

The head-camera images were analyzed frame-by-
frame to extract the properties and dynamics of the first-
person views of both toddlers and parents during play
and naming moments. In addition, the participants’ hold-
ing of the toys and their head movements were measured.
The number of participating child–parent dyads was small
(n = 6) but the number of data points per subject was ex-
tremely large. The small number of participants with a
large number of data points per participant is consistent
with contemporary approaches to the study of sensory
and motor systems (Blake, Tadin, Sobel, Raissian, & Chong,
2006; Jovancevic-Misic & Hayhoe, 2009; Najemnik & Geis-
ler, 2005; Thelen et al., 1993). The key analyses center on
the visual properties of the child head-camera images
during naming events that were and were not associated
with learned object names as measured at test. In addition,
we examined both participants’ moment-to-moment mo-
tor behaviors around naming events in an effort to better
understand how optimal visual moments for object name
learning are created.
2. Method

2.1. Participants

Six parent–infant dyads participated (three male and
three female infants). Three additional infants began the
study but did not contribute to data because of refusals
to wear the measuring equipment. The mean age of the in-
fants was 18.5 mo (range 17–20 mo).

2.2. Stimuli

There were nine unique novel ‘‘toys’’, organized into
three sets of three. Each toy was a simple shape with a uni-
form color made from plastic, hardened clay, aggregated
stones, or cloth. All objects were similar in size, on average
288 cm3. Fig. 1 shows three toy objects on the table top
during play as well as all of the nine objects and their asso-
ciated names.

2.3. Experimental room

Parents and infants sat across from each other at a small
table (61 cm � 91 cm � 64 cm) that was painted white.
The infant’s seat was 32. 4 cm above the floor (the average
distance of eye to the center of the table was 43.2 cm). Par-
ents sat on the floor such that their eyes, heads and head
cameras were at approximately the same distance from
the tabletop as those of the infants (the average distance
of eye to the table center for parents sitting on the floor
was 44.5 cm). A previous head camera study of object play
(Smith et al., 2011) explicitly compared parent and infant
head camera images when parents were sitting naturally
in a chair or on the floor and found no differences in any
aspects of infant or parent behavior as a function of the
task geometry (see also Yoshida & Smith, 2008, who used
a somewhat slightly different geometry and observed the
same results as Smith, Yu, & Pereira, 2010). To aid in the
automatic image analysis, both participants wore white
clothing. There were also white curtains from floor to ceil-
ing and a white floor such that everything in the head-
camera images was white with the exception of heads,
faces, hands and the toys.

2.4. Apparatus

The toddler and participating parent wore identical
head cameras, each embedded in a sports headband. The
cameras were Supercircuits (PC207XP) miniature color vi-
deo cameras and weighed approximately 20 g. The focal
length of the lens was f3.6 mm. The number of effective
pixels were 512 (horizontal) � 492 (vertical) (NTSC). The
resolution (horizontal) was 350 lines. The camera’s visual
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field was 70� and provided a broad view of objects in the
head-centered visual field that was less than the full visual
field (approximately 170�). The recording rate was 10
frames per second. The direction of the camera lens when
embedded in the sports band was adjustable. Input power
and video output went through a camera cable connected
to a wall socket, via a pulley, so as to not hinder movement.
The head cameras were connected via standard RCA cables
to a digital video capture card in a computer in an adjacent
room. The headband was tight enough that the camera did
not move once set on the child. The multi-channel video
capture card in the recording computer adjacent to the
experiment room simultaneously recorded the video signal
from the cameras. The head camera moved with head
movements but not with eye movements and therefore
provided a head-centered view of events that may be
momentarily misaligned with the direction of eye gaze.
In a prior calibration study using a similar tabletop geom-
etry, Yoshida and Smith (2008) independently measured
eye gaze direction (frame by frame via a camera fixated
on the infant’s eyes) and head direction and found that
eye and head directions were highly correlated such that
87% of head camera frames coincided with independently
coded directions of eye gaze. Moments of non-correspon-
dence between head and eye directions in that study were
generally brief (less than 500 ms). Thus, although head and
eye movements can be decoupled, the tendency of toddlers
to align the head and eyes when actively reaching for and
interacting with objects suggests that the head camera
provides a reasonable measure of the toddler’s first person
view.

A high-resolution camera (recording rate 30 frames per
second) was mounted above the table providing a bird’s
eye view aligned with the table edges. This camera pro-
vided visual information about the events that was inde-
pendent of participants’ movements and was used to
resolve any ambiguities in the head-camera images. In
addition, for the object name-learning test, a small camera
was mounted on the table (in front of the experimenter
doing the testing) and was centered on the infant’s face
and eyes so as to record the direction of eye gaze during
the testing procedure.

A Liberty motion tracking system (www.polhe-
mus.com) was used with two sensors embedded in the in-
fant’s and the parent’s headbands respectively to measure
their head movements. Each sensor generated 6 degree-of-
freedom data – 3D coordinates (x, y, z) and 3D orientations
(heading, pitch and roll) of the participant’s head relative
to the source transmitter centered above the table. Sam-
pling rate was 240 Hz.

The parent’s voice during the interaction was recorded with
a standard headset with a noise reduction microphone.

2.5. Procedure

Prior to entering the experimental room and while the
infant played with an experimenter, the parent was given
a sheet with the pictures and names of the nine novel ob-
jects. The parent was asked to use these names when play-
ing with the infants. Parents were not told that the purpose
of the study was for them to teach the infant these names

http://www.polhemus.com
http://www.polhemus.com
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but rather that the goal of the study was simply to observe
how they and their infant interacted with a set of novel
toys and that they should try to play as naturally as possi-
ble. The parent and infant were then fitted with white
smocks.

Three experimenters worked together in this experi-
mental setup. Upon entering the experiment room, the
infant was seated in the chair and a push-button pop-up
toy was placed on the table. One experimenter played with
the infant while the second experimenter placed the head-
band low on the forehead of the infant at a moment when
the child was engaged with the toy. The first experimenter
then directed the infant to push a button on the pop-up toy
while the second experimenter adjusted the camera such
that the button being pushed by the infant was near to
the center of the head-camera image (as viewed by a third
experimenter in the control room). To calibrate the par-
ent’s camera, the experimenter asked the parent to look
at one of the objects on the table, placed close to the infant.
During both the infant’s and the parent’s head-camera cal-
ibration, the third experimenter in the control room con-
firmed that the object was at the center of the image and
if not small adjustments were made to the camera.

2.5.1. Play session
The containers holding the objects had the written

names of the objects as reminders to the parents of the
names. Parents were told to take all three objects from
one set, place them on the table, and engage the infant
with the toys. These toys were removed and replaced with
the next set of three toys given an audio command from
the experimenters. In this manner, the parent cycled
through each set of three toys twice for six play trials, each
approximately lasting 1 min. The whole interaction was
about 9 min in total with a brief break between trials for
switching toy sets.

2.5.2. Object-name test
Immediately, at the end of the play session, an experi-

menter tested the child in a name comprehension task.
In a 3-alternative forced choice, each of the nine names
was tested twice. On each trial, the foils were two ran-
domly selected objects from the set of nine objects. The
experimenter sat across the table from the child. One cam-
era was directed at the child’s face and eyes, and a second
camera was directed at the experimenter to ensure that
the experimenter provided no social cues – by look, pos-
ture, or other behavior as to the requested object. On each
trial, the experimenter put three objects – 40 cm apart –
onto a tray out of view of the child. The experimenter then
brought the tray into view and said ‘‘look at the x, where is
the x, look at the x’’. The trial lasted approximately 40 s.
During this testing, the parent sat behind the child and
was explicitly asked not to interact with her child. The or-
der of the 18 testing trials was randomly determined in
two blocks of 9 with which each object name tested once
in a block and thus twice overall. Testing took 5–10 min.
Naïve coders who knew when the name was mentioned
but did not know the target object coded the video for
the direction of infant eye-gaze to the three objects. The
main dependent measures were looks immediately
following the naming event and total looking time to each
object during the testing event, with looks to an object
interpreted as indicating the child’s answer to the compre-
hension question (Hirsh-Pasek & Golinkoff, 1996). A sec-
ond coder scored a randomly selected 25% of the test
trials; the level of agreement exceeded 90%. In addition,
naïve coders also coded a portion of the video recordings
of the experimenter’s behavior during testing to ensure
no unconscious prompting; these coders watched the
experimenter, with the sound off, and then guessed which
object of the three the experimenter was asking for.

2.6. Data processing

2.6.1. Visual images
The main dependent measures for the head camera

images were the sizes and numbers of objects in the
images for each of the approximately 3600 frames contrib-
uted by each participant. These two measures were auto-
matically coded, frame by frame, via a machine vision
program (Yu et al., 2009). See Appendix A for technical
details and Yu et al. (2009) and Smith et al. (2010) for com-
parison to frame-by-frame hand coding. Holding behaviors
(who and which object) were coded manually, frame-by-
frame, from the images captured by the overhead camera.
The two coders independently coded the same randomly
selected 25% of the frames (checking head camera images
to resolve any ambiguities) with 100% agreement.

2.6.2. Motion data processing
The three-dimensional head position data were reduced

to one dimension and the three-dimensional orientation
data were reduced to a second dimension by aggregating
across three dimensions. Each one-dimensional signal
was smoothed with high-frequency components removed
using a standard Kalman filter (Haykin, 2001) with a single
set of parameters estimated for the Kalman filter and used
for all signals. In addition, these speed time series were
down-sampled to be at 60 Hz. After these three steps, each
parent–child dyad generated four time series correspond-
ing to the parent’s head position and orientation and the
infant’s head position and orientation. For all analyses, po-
sition and orientation movements were converted into two
binary categories: moving and not moving using the
threshold for position of 3 cm and for rotation of 15�. The
main dependent measure used in the analyses is percent-
age of time that the head was moving.

2.6.3. Speech processing
A silence duration of more than 0.4 s was used to mark

the boundaries of utterances. Human coders listened and
transcribed these speech segments to determine which
were naming events. A naming event was defined as a par-
ent utterance containing the name of a novel toy. The dura-
tion of each naming event was defined by the onset and
offset of the spoken utterance in which the name was in-
cluded. For example, ‘‘Can you get the dax?’’ and ‘‘look at
the dax’’ were two naming events, and the onset and offset
of an entire utterance was marked to define the temporal
duration of the naming event. The average length of nam-
ing events was 1.86 s. All other moments were designated
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as non-naming events. Two coders transcribed the same
randomly selected set of utterances with 90% agreement;
all disagreements were resolved by re-listening to the
audio recordings.

2.6.4. Statistical analyses
The main statistical analyses are based on linear mixed-

effects models (Bates & Sarkar, 2007) – using the lmer
function of the R package lme4 (Doran, Bates, Bliese, &
Dowling, 2007). Unless specified otherwise, each of senso-
rimotor patterns extracted from raw data for each partici-
pant was treated as a dependent variable (e.g. size of object
in the child’s view, proportion of time holding an object),
along with participant (child versus parent) and event
(naming versus non-naming) were fixed factors within
the analyses. Random effects for subjects, trials, instances
of events, and objects were also included to account for
any non-independence among different participants,
behaviors, objects, words, and trials (Baayen, Davidson, &
Bates, 2008). All p-values and confidence intervals reported
in mixed-model analyses were derived from posterior sim-
ulation using the R language package (Baayen, 2008) to
yield standard p-value statistical significance. Some of
the analyses are also trial based (six dyads ⁄ six play tri-
als ⁄ two participants, child and parent) and as such pro-
vide a description of first-person views that are grosser
than that of an individual image frames (as there are
3600 frames per participant) but finer than that of all nam-
ing moments aggregated within a single dyad. We believe
this to be an appropriate level to capture the variance in
these sensory-motor measures.
3. Results

3.1. Visual selection

We first present analyses pertinent to visual selection
without regard to whether an object was or was not being
named. This is necessary to show that the present context
replicates previous findings of one-object visual domi-
nance in the infant’s view when playing with multiple ob-
jects. These initial analyses also provide baseline measures
against which to consider the visual properties of naming
moments from the infant’s view.

3.1.1. Head camera images
On each experimental trial, there were three objects on

the table and thus three objects that could be in the infant’s
and the parent’s views. Further, if the infant and parent
were to sit back and take a broad view of the table, not mov-
ing their heads, all three objects would be in view and
would all have approximately the same image size. How-
ever, the sizes of the objects in the head-camera images
change as their distance to the viewer changes. Fig. 2a
shows several examples of head camera images from both
parents’ and toddlers’ views at simultaneous moments.
The sizes provided (% of image pixels) indicate the image
size of the largest object in the infant view. As is apparent,
an object that took up even just 5% of the image was very
large and visually dominating. These images from the child,
parent and overhead cameras also illustrate how objects
are generally larger in the infant’s view than in the parent’s
view and that this was because the objects were closer to
the child. These three views – child, parent, and overhead
– also show how, despite there being three objects on the
table in relative close proximity to each other, there was of-
ten just one dominating object in the infant’s view.

The first two panels in Fig. 2b shows the mean image
size for all objects in view and the mean number of objects
in view for parent and child head-camera images calcu-
lated across the entire dataset. The means and standard er-
rors are based on frame-by-frame measures averaged
within each 60-s trial. The proportion of image pixels taken
up by all the objects together was greater in the infants’
than parents’ views (b = �5.43; p < 0.001); however, there
were fewer objects in the infants’ than parents’ views
(b = 0.91, p < 0.001) as the infant’s head camera images of-
ten contained one or two visually large objects. These
group differences also characterized individual dyads: the
difference between the average image size for an infant
and parent ranged from 5% to 7% across dyads and this dif-
ference was individually reliable for each dyad as deter-
mined by frame-by-frame comparisons of parent and
infant images within a dyad (minimal b value among all
of the dyads b = �0.74, p < .0001). The difference in the
mean number of objects in view between infants and par-
ents ranged from 0.75 to 1.12 and was also individually
reliable for each dyad (with a minimal b value among all
of the dyads b = 0.43, p < .0005).

The third panel in Fig. 2b shows how much the view
was dominated by a single object. Visual dominance by a
single object was defined using both a more conservative
and a more liberal criterion. Both criteria took into account
the absolute size of the object and its relative size with re-
spect to other objects in the view. By the more conserva-
tive standard, an object was considered dominating if it
comprised at least 5% of the image and if it was greater
than 50% of the size of all objects in view, thus if it was
by itself at least as big as all other in-view objects com-
bined. By the more liberal criterion, an object was consid-
ered dominating if it comprised at least 3% of the image
and if it was greater than 50% of the size of all objects in
the image. The 3% criterion is roughly comparable to the
size of the fovea. By the more liberal definition, more than
60% of the infant images within a trial met the criterion for
a visually dominating object whereas by this same defini-
tion only 12% of the parent images did (b = �1.36,
p < 0.001). By the stricter size criterion, almost 40% of in-
fant images within a trial contained a dominating object
whereas only 5% of the parents’ images met this criterion
(b = �1.46, p < 0.001). When each dyad’s head-camera
images were considered separately, the mean number of
images for each infant with a dominating object ranged
from 43% to 81% for the liberal measure and from 25% to
63% for the conservative measure; for the individual par-
ents, these means ranged from 8% to 15% for the liberal
measure and 3–7% for the conservative measure. These
findings replicate those of earlier studies (Smith et al.,
2010; Yu et al., 2009): the infant’s egocentric view is often
characterized by a single object close to the infant and thus
large and dominating in the infant’s visual field. Before



(a)

(b)

Fig. 2. (a) Simultaneous views from the child’s head camera, the parent’s head camera, and the overhead camera. Object size indicates the percentage of
head camera image taken up by the largest objects in the child’s view. (b) Differences between child (C) and parent (P) head camera images: mean image
size of objects in each frame; mean number of objects in view; and percentage of frames with one dominating object by both a conservative and liberal
criterion for dominance (see text). Standard errors of the mean are calculated with respect to each trial (six trials ⁄ six participants).
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considering the main question of how these moments of
visual selection in the input may matter to object name
learning, we consider how these one-dominating object
views relate to hand and head movements of the infants
and also those of the parents.

3.1.2. Hands
Infants were holding at least one object on 68% of the

frames and parents were doing so on 61% of the frames
(b = �0.07; p = 0.08; range for individual infants 49–81%,
for individual parents 42–76%). Dyads differed on who held
objects more overall: within two dyads, the parent held
objects more frequently than the infant did, and within
four dyads, the infant held objects much more than did
the parent. However, for frames in which one object was
visually dominant in the infant’s view (by the conservative
criterion), the dominating object was in the infant’s hands
reliably more often than it was in the parent’s hands (52%
of the time versus 20% of the time, b = �2.86, p < .001). This
direction of difference characterized all six dyads with the
smallest difference between parents and infants in who
was holding the visually dominating object being 19%. On
28% of the infant head-camera frames, the dominating ob-
ject was not being held by anyone but was sitting on the
table close to the child. These results also replicate
previous findings, suggesting that the infant’s one-object
views are associated with the infant’s holding of the visu-
ally selected object (Yu et al., 2009).

To better understand the child’s and parent’s behaviors
leading up to these one-object views, we determined the
frame in which an object first became dominant in the in-
fant’s view by the more conservative definition and the
frame at which it ceased to be dominant by this criterion.
We then determined (frame by frame) whose hands (if
any) were holding that target object or other objects for
the 5 s preceding dominance and for the 5 s after the target
object ceased to be dominant in the infant’s head camera
image. This yields a trajectory of the likelihood that the
visually selected object was being held prior and after its
dominance by the parent or child as shown in Fig. 3 (see
Allopenna, Magnuson, and Tanenhaus (1998), for use of
this approach in time-course analyses). The probability
that the infant was holding the to-be-visually-dominant
object, the target, shows a clear and dramatic increase as
a function of temporal proximity to visual dominance.
The target object was more likely to be held by the infant
than other objects by 4.9 s (b = �0.15; p < 0.005) prior to
becoming dominant and the once-dominant object was
still more likely to be held by the infant than other objects
up to 3.5 s (b = �0.23; p < 0.005) after no longer meeting



Fig. 3. Mean percentage of frames 5 s prior to and 5 s after an object (the target, etc.) becomes dominant (using the conservative criterion) in the child’s
head camera image that has being held by the child (solid line top) or parent (solid line bottom) and the percentage of frames that the child or parent was
holding some other object (dotted lines). The indicated regions around the means are the standard error, with mean and standard error calculated with
respect to trials.
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the criterion for visual dominance. Statistical comparisons
within a parent–child dyad of the mean likelihood of hold-
ing for the 5 s window before and the 5 s window after vi-
sual dominance indicates that within a dyad, and for both
Fig. 4. Mean percentage time with position and orientation head
movements (see text on page 12 for threshold measurement of move-
ments) for children and parents. Standard errors calculated with respect
to trials.
before and after, the infant within each dyad was more
likely to be holding the dominant object than the parent
(b = �0.76; p < 0.005). Not only does the pattern in Fig. 3
show that infant holding behavior and not parent holding
behavior is associated with one-object views, the pattern
also suggests that visual selection emerges in a temporal
profile of motor behavior that is sustained for some time
before and some time after visual dominance. These
behaviors are potentially important clues to the infants’
interest that may be exploited by the parent.

3.1.3. Heads
Head motion directly determines the head camera

images. Changes in head position move the head (and also
the eyes and head camera) closer or farther away from ob-
jects in view while changes in head orientation shift the
head direction in the 3D environment. Fig. 4 shows the
percentage of time that heads were moving. Overall, in-
fants moved their heads more often than did parents
(b = �1.16, p < 0.001). However, parents moved their heads
more often positionally than did infants (b = �2.51;
p < 0.005) whereas infants rotated their heads much more
often (b = �12.21; p < 0.001) than did parents. Within all
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six dyads, the percentage of time that the head was moving
(combination of position and orientation) was greater by at
least 1.5 times in the infant than the parent. This greater
head movement, and particularly the greater changes in
head orientation, means that overall the infants’ views
(and head camera images) were less stable than those of
the adults, a fact which could make stabilizing attention
more difficult and may mark moments of holding an object
and head stabilization as a critical component of effective
visual attention by toddlers.

In summary, the results reported in this section repli-
cate previous findings (Smith et al., 2010; Yu et al., 2009)
about object selection from the toddler’s first-person view
and they replicate the link between such selection at input
and the infant’s holding of the visually selected object.

3.2. Object name learning

During the play session, parents uttered on average 365
words (tokens). Each of the nine object names was pro-
duced by the parents on average only 5.32 times (SD =
1.12). An object name was categorized as learned for an in-
fant if his looking behavior at test indicated learning on 2
out of the 2 testing trials for that object; all other object
names were considered as unlearned. By this measure, in-
fants learned on average 5.5 of the nine object names
(range 3–8). The number of times parents named each ob-
ject was negatively correlated with the likelihood that the
infant learned the object name: 4.5 naming events for
learned names and 6.5 per name for unlearned names,
r(52) = � 0.35; p < 0.001. This may be due to parents’ use
of the name in attempts to engage children with specific
objects that were not of interest to the child. At any rate,
the lack of correlation reminds that learning may depend
on more than the mere frequency of heard names and
more critically on the frequency with which naming coin-
cides with the infant’s visual selection of the named object.

All parent naming events associated with learned object
names were designated as successful (n = 149). All other
object- naming events were designated as unsuccessful
(n = 136). Recall that objects were presented in 3 sets of
3. Successful and unsuccessful naming events did not differ
in duration (b = �0.07; p = 0.67) nor any other noticeable
property. Note, however, that if a parent named one object
five times during play and the infant was judged to know
that object name at test, all five naming events were con-
sidered ‘‘successful’’. Thus, there is noise in this categoriza-
tion of naming events as successful and unsuccessful.
Nonetheless, if we can discern a systematic relation be-
tween the visual dominance of the named object and ob-
ject name learning – despite this noise – then we would
have evidence for the hypothesis that toddlers may solve
the referential uncertainty problem at a sensory level. To
test this hypothesis, we measured the size of the named
target and the size of other distracter objects in the head
camera images. This provides a measure of the relative
dominance of the referent of the object name and its visual
competitors. We also computed the same measures – for a
randomly designated ‘‘target’’ object – for all of the mo-
ments when no object was being named (non-naming
events) as a baseline for comparison. The sizes of the target
and other objects in both the infant and the parent head-
camera views during naming events are shown in Fig. 5
and the average measure for the non-named ‘‘target’’ dur-
ing non-naming events is indicated by the dotted line.

Consider first the pattern from the child’s head camera
images. The image sizes of the named target in the
child head camera during successful naming events differed
from non-naming events (Msuccessful = 6.28%, b = �1.75,
p < 0.001) but the target object sizes for unsuccessful nam-
ing events did not (Munsuccessful = 4.07%; b = �0.05, p =
0.58). This provides direct support for the hypothesis that
referential selection at input, at the sensory level, matters
to successful object name learning by infants. However,
parent naming versus not naming was not strongly associ-
ated with the visual dominance of the target object in the
child’s view. Parents produced nearly as many unsuccess-
ful naming events as successful ones, and only successful
naming events show the visual signature of target objects
in the child’s view. Notice also that the named target object
was larger in the child’s head-camera view for successful
than for unsuccessful naming events (Msuccessful = 6.28%;
Munsuccessful = 3.88%; b = 2.62, p < 0.001). We also examined
whether these differences changed over the course of the
play session: That is, it could be that infants learned some
words early in the session and because they knew these
words, they might interact with the objects differently or
parents might name objects differently early versus later
in play. Comparisons of the relative dominance of the
named object for the first three versus second three play
trials did not differ for either successful or unsuccessful
naming events (b = �0.08, p = 0.31; b = �0.09, p = 0.69).
These analyses provide strong support for the relevance
of visual information at the moment an object name was
heard for the learning of that name by 18-month old
infants.

Now consider these same measures for the parent head-
camera images, also shown in Fig. 5. The image size of the
objects was always smaller (because the objects tend to be
farther away) in the parent’s than in the infant’s head cam-
era images. However, the pattern of image size for the
named object for successful versus unsuccessful naming
events is the same for parents and infants. More specifically,
for the parent head-camera images, the named target was
larger in the parents’ head camera image during successful
than unsuccessful naming moments (Msuccessful = 3.46%;
Munsuccessful = 2.29%; b = 1.53, p < 0.001) and differed reli-
ably from the comparison measure for non-naming events
(Mnon-naming = 2.36%, b = �1.17, p < 0.001). Considering that
the target object was closer to the child (as established in
the analyses of the child head-camera images), this pattern
can happen only if parents move their head toward the
named target (and child) during the naming event thereby
reducing the distance between the object and the head
(and the head camera). In brief, the target object was more
visually dominant in both the infant’s and the parent’s view
during successful but not unsuccessful naming events,
indicating coordinated and joint attention during success-
ful naming events. This result also suggests that parent
behavior, as well as infant behavior, distinguished success-
ful and unsuccessful naming events: the child may signal
interest (as well as reduce the visual ambiguity) by holding



Fig. 5. Mean object size (% of pixels in image) for the named target and for other objects in child’s and parent’s head-camera images during the naming
event, for successful naming events that led to learning at post-test and for unsuccessful naming events that did not lead to learning as measured at test.
Means and standard errors were calculated with respect to trials. Dashed line indicates the mean object size during non-naming moments.

Fig. 6. Size of named target and other objects (% of pixels) in child and parent head-camera images for the 5 s before and after successful and unsuccessful
name events. Solid line and dark grey shading indicate named target; and dotted line and light shading indicate other objects. Shading indicates standard
error around the mean calculated with respect to variance across trials.
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and moving the object close to the head and eyes, and in
successful naming moments, the parent may signal a nam-
ing event by moving her head slightly toward the child and
the named object.

The dynamics of visual selection suggest that this coor-
dination emerges because the parent follows the infant’s
attentional lead. Fig. 6 shows the mean image size of
named versus distracter objects from the child’s head
camera images (panels a and b) and from the parent’s
head-camera images (panels c and d) for the 5 s before
and right after successful and unsuccessful naming events.
For successful naming events, the image size of the named
target diverges from the competitor objects in these tem-
poral profiles much earlier (and to a much greater degree)
in the images from the child than from the parent head
camera. We defined the point of divergence as the first
significant difference in a series of temporally ordered
pairwise tests over time (Allopenna et al., 1998;
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Gershkoff-Stowe & Smith, 1997). For successful naming
events, the target object was reliably larger than other ob-
jects in the infant head-camera image beginning at 3.2 s
before the naming event (b = �0.49; p < 0.005) and re-
mained visually dominant for 900 ms after naming
(b = �0.78; p < 0.005). For the parents, there was a reliable
advantage in the head-camera image size of the named tar-
get over others only for successful naming events and only
2.5 s prior to the naming event itself (b = �0.73; p < 0.005),
and only 500 ms after naming (b = �0.48; p < 0.005).

For unsuccessful naming events, there was no advan-
tage for the named target over other objects in either the
child or parent head-camera images. Thus, for infants and
for parents, the advantage of the named over un-named
objects in visual size characterized successful but not
unsuccessful naming. However, for infants the visual selec-
tion and isolation of the object that led to successful object
name learning began long before the naming event and
lasted for some time after naming. The increased visual
size of the target in the parent’s view was temporally after
selection made in the infant’s view and was not main-
tained after the naming event in the parent’s view as long
as in the infant’s view. Thus, the infant’s selection may be-
gin with general interest in the object, which then creates
optimal moments for learning but the visual selection on
the part of the parent appears more localized to the nam-
ing event itself. The adult pattern is thus consistent with
effective naming that follows-in on the child’s sustained
interest in an object (Masur, 1997; Tamis-LeMonda &
Bornstein, 1994; Tomasello & Farrar, 1986).

Further, the observed patterns of successful and unsuc-
cessful naming events might be expected to differ across
dyads with some parents being more and some less sensi-
tive to the signals of visual selection and optimal naming
moments (Tamis-LeMonda, Bornstein, & Baumwell, 2001).
Analyses of individual dyad data in this small sample
Fig. 7. Mean percentage of frames in which the parent or child has been holdi
naming events. Dashed line indicates mean holding for children and parents du
respect to trials.
suggest that the general pattern characterizes all dyads.
All dyads contributed both successful and unsuccessful
naming events and for all dyads, the visual dominance of
the named target over other objects was greater for suc-
cessful than unsuccessful naming events (minimal b,
bchild = 1.08, p < 0.001; bparent = 0.90, p < 0.005). This is not
to say that a larger sample would not show critical differ-
ences in some parents’ abilities to select optimal moments
for naming, but rather, in the present small sample, for all
parents, naming sometimes led to learning and sometimes
did not and for all parents in this sample, naming that led to
learning was naming that occurred when the named object
was visually dominating in the infant’s view. These data are
correlational and thus in and of themselves do not show
that reduced visual clutter was the reason for the better
learning at those naming moments, but they do show (1)
that there are moments when the referential ambiguity be-
lieved to characterize the early word-learning context is
significantly reduced and (2) that this reduction in ambigu-
ity in associated with the learning of the object name.
3.2.1. Hands and heads
Visual selection and the reduction of referential ambi-

guity at the sensory level, at input, must be accomplished
by changing the physical relation between the potential vi-
sual targets and the eyes. Hand actions that move the ob-
ject close to the head and eyes and the quieting of head
movements that stabilize the view are thus potentially
important components of visual selection. The left side of
Fig. 7 shows that infants were more likely to be holding
the named object than other objects during both successful
and unsuccessful naming events (b = 0.52, p < 0.001;
b = 0.42, p < 0.001) but holding was more strongly associ-
ated with successful than unsuccessful naming events
(b = 0.32, p < 0.005). The object-holding behavior of
parents, shown on the right side of Fig. 7, was not reliably
ng the named object or another object for successful and non-successful
ring non-naming events. Means and standard errors are calculated with



Fig. 8. Holding (mean percentage of frames) of named targets and other objects by child (a and b) and parent (c and d) for the 5 s before and after successful
and unsuccessful name events. Solid line (mean) and dark grey shading (standard error) indicate the named target; and dotted line (mean) and light shading
(standard error) indicate other objects. Means and standard errors are calculated in terms of trials.
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related to naming or to the learning of the object name. But
notice there was a slight tendency for parents to be holding
the named object during unsuccessful naming events; in
the present task, parents did not often jointly hold the ob-
ject that the child was holding and thus parent-holding is
associated with not-holding by the child, which, in turn
is associated with less visual dominance for the named tar-
get and with a decreased likelihood of learning the object
name.

Fig. 8 shows the dynamics of child and parent holding of
the named and other objects for the 5 s before and after
Fig. 9. Mean percentage time with position and orientation head movements du
Means and standard errors are calculated with respect to trials. Dashed line ind
successful and unsuccessful naming events. For successful
naming events, infants were more likely to be holding the
target object than other objects 4.00 s prior to the naming
event (b = 0.21, p < 0.005) and this likelihood increased
steadily up to the naming moment. After successful nam-
ing events, infants continued to hold the named object
more than other objects for a relatively long time, with
the difference in the likelihood of holding the named ver-
sus other objects remaining statistically significant until
5.00 s after the naming event (b = 0.67, p < 0.005). Unsuc-
cessful naming events showed a similar but weaker
ring successful and unsuccessful naming events for children and parents.
icates mean movements during non-naming moments.
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pattern of differences; the likelihood that a named target
was held more than others was reliable only 2.50 s prior
to naming (b = 0.11, p < 0.005), and the likelihood that a
named target was held more was reliable only 1.20 s after
naming (b = 0.56, p < 0.005). Fig. 8 also shows the probabil-
ity of the parent’s holding behavior for the named target
and for other objects for the 5 s prior to and after success-
ful and unsuccessful naming events. In brief, the infant’s
sustained manual actions on objects are strongly indicative
of optimal moments for learning object names.

If sustained visual selection is critical to infant learning,
then learning may also depend on the quieting of head
movements to stabilize the selected object in the visual
field. Fig. 9 shows the percentage of time that infants and
adults were moving their head during successful, non-suc-
cessful, and non-naming events. For both head orientation
and position and for both parents and infants, successful
naming events are characterized by less head movement,
suggesting the importance of stabilized visual attention
(borientation = 3.12, p < 0.001; bposition = 1.45, p < 0.001). The
fact that both parents and infants stabilized attention on
the named object during successful but not unsuccessful
naming events again points to coordinated or joint atten-
tion at the sensory-motor level. Considering the evidence
on hands and heads together, successful naming events
Table 1
Summary of sensory-motor patterns extracted from both successful and unsucces

Data source Descriptions of measurement

Head-camera
images

Object size during naming (Fig. 5)

At what moment the named object became visually dom
naming (Fig. 6)

How long the visual dominance of the named object last
naming (Fig. 6)

Holding actions Holding the named versus other objects during naming (

How early holding the named object more before naming

How long still holding the named object more after nami

Head
movements

Positional movement during naming (Fig. 9)

Orientational movement during naming (Fig. 9)
in the present context appear to have the following proper-
ties: During successful naming events, infants tend to hold
the target object and visually isolate that object for some
time before and after it is named, and in doing so, they sta-
bilize head movements, maintaining this visual dominance
of the selected object. During successful naming events,
parent tend, immediately prior to the naming event, to
move their head toward the named object and to hold
the head steady at that moment, directed at the named ob-
ject, but this increased visual dominance of the named ob-
ject for the parent does not last and is localized to the
naming event itself. Unsuccessful naming events have a
different character, one in which both manual and visual
attention on the part of the infant is more transient and
one in which the visual field is more cluttered with other
objects as large in the view as the named object. Both
child’s and parent’s head movements may also reflect this
greater clutter and more transient attention during non-
successful naming events as infants and parents are less
likely to move their head toward the target object and less
likely to stabilize the head.

3.2.2. Summary
Table 1 summarizes sensory-motor patterns extracted

from both successful and unsuccessful naming moments.
sful naming moments.

Agent Results (S: successful; UnS: unsuccessful)

Child S: The named object was much larger than
other objects
UnS: No difference

Parent S: The named object was much larger than
other objects
UnS: No difference

inant before Child S: 3.20 s
UnS: Never happened

Parent S: 2.50 s
UnS: Never happened

ed after Child S: 900 ms
UnS: Never happened

Parent S: 500 ms
UnS: Never happened

Fig. 7) Child S: Holding the named object more
UnS: Holding the named object more

Parent S: No difference
UnS: Holding other objects more

(Fig. 8) Child S: 4.00 s
UnS: 2.50 s

Parent S: Never happened
UnS: Never happened

ng (Fig. 8) Child S: 5.00 s
UnS: 1.20 s

Parent S: Never happened
UnS: Never happened

Child S: More stable
UnS: No difference

Parent S: More stable
UnS: No difference

Child S: More stable
UnS: No difference

Parent S: More stable
UnS: No difference
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The main finding is that naming events that lead to learn-
ing have a visual signature, one in which the named object
was visually dominant over possible competitor objects in
the learner’s view, and thus one in which there was mini-
mal visual ambiguity as to the intended referent. These
visually optimal moments for object-name learning were
most closely associated with the infant’s own actions –
holding objects, bringing them close to the head, quieting
of head movements. Parents named objects both when a
single object dominated in the infant’s view and when it
did not; but, other aspects of parents’ behaviors – moving
and orienting the head toward the named object and stabi-
lizing the head – were associated with successful naming,
indicating that parents also distinguished these optimal
moments for learning.
4. General discussion

The problem of referential uncertainty, a fundamental
one for learners who must learn words from their co-
occurrence with scenes, is reduced if object names are pro-
vided when there is but one dominating object in the lear-
ner’s view. The present results show that infants often
create these moments through their own actions and that
object naming during these visually optimal moments is
associated with learning. The present results are descrip-
tive and correlational; therefore the implicated causal
pathways must be considered as hypotheses in need of
experimental test. However, the finding that 1½ year olds
often visually isolate individual objects for extended peri-
ods and that they learn object names when naming coin-
cides with such clean sensory data raises new questions
and implications relevant to (1) theories of early word
learning; (2) the embodiment of attention; (3) joint atten-
tion and social learning; and (4) the sensory-motor micro-
structure of cognition. We consider these in turn.
4.1. Early word learning

Most theoretical approaches (Frank et al., 2009; Smith &
Yu, 2008; Snedeker & Gleitman, 2004; Waxman & Booth,
2001) to early word learning assume that mapping heard
words to seen objects is fraught with referential uncer-
tainty. However, the present results show that for 1½ year
olds – infants who are in the midst of learning the names of
everyday objects – there are moments within which refer-
ential uncertainty is significantly reduced at the sensory
level. Learning during these moments would seem to re-
quire little cognitive work with respect to figuring out
the intended referent. The evidence from many highly con-
trolled experiments clearly indicate human infants have
cognitive skills through which they can infer the intended
referent given ambiguous data (Bloom, 2000; Smith & Yu,
2008; Swingley, 2009; Waxman & Booth, 2001). Nonethe-
less, early object-name learning may not depend solely on
these advanced cognitive skills. Instead, the present results
raise the possibility that during early stages of learning and
outside of the laboratory in the dynamically complex and
visually cluttered environment of everyday life, most
object name learning may be the result of naming at opti-
mal visual moments, when there is little referential
ambiguity.

Indeed, it may be premature to conclude that clean sen-
sory input is not necessary even in contexts in which chil-
dren are inferring referential intent from the speaker’s
actions (Akhtar & Tomasello, 2000; Baldwin & Moses,
1996), when making inferences from linguistic and/or con-
ceptual cues (Hall & Waxman, 2004; Markman, 1990) or
making inferences based on statistical evidence across
multiple encounters with the word (Smith & Yu, 2008).
The evidence on these advanced skills in infants is derived
mostly from laboratory experiments using discrete trials,
uncluttered tabletops, and no measure of the personal
view of the infants. Thus, it is possible that this inference
making would not be robust in contexts of high visual clut-
ter but might instead require that the sensory input to the
cognitive machinery be unambiguous at least with respect
to the object under consideration (for possibly related
ideas, see Farzin, Rivera, & Whitney, 2010; Gleitman, Cassi-
dy, Nappa, Papafragou, & Trueswell, 2005; Medina, Snede-
ker, Trueswell, & Gleitman, 2011). A recent finding
reported by Yu and Smith (2011) in a study of statistical
word-referent learning provides some support for this con-
jecture. Fifteen month olds were presented with a series of
individually ambiguous learning trials, with two objects
and two names presented per trial and no information
about which object went with which name, a paradigm
that had been used in a previous study to demonstrate in-
fants’ ability to aggregate and statistically evaluate word-
referent co-occurrences (Smith & Yu, 2008). The newer
study tracked infants’ eye-gaze during the learning trials.
The looking pattern by individual infants who did and
did not learn suggested that eventual statistical learning
required early trials in which the infant isolated the target
object when the name was heard. Thus, selectivity at input,
engendered by the infant’s own actions of gaze direction,
head movements, or – in active play contexts – hand
movements, may be important to early word learning be-
cause these active movements effectively reduce the ambi-
guity in the input.

Clearly, any theory of word learning must consider the
input. But the only relevant input is that which makes con-
tact with the learner’s sensory system. Most theories of
word learning also recognize that learning moments vary
in their quality with some being more ambiguous than
others, and some leading to learning and some not. Quality
and effectiveness as dimensions of the input have been
most systematically considered in terms of the linguistic
(Mintz, Newport, & Bever, 2002), conceptual (Markman,
1990), and social information (Baldwin, 1993) in the learn-
ing context. The present results suggest that quality and
effectiveness need to also be considered at the level of
the sensory input and in terms of the infant’s own personal
view.

The real world is much more visually ambiguous than
the present experimental context in which parents and in-
fants interacted with just three objects at a time. But the
present results suggest that this experimental simplifica-
tion was not enough in and of itself to guarantee learning
the intended object names. Instead, learning depended
on the infants’ own actions which further simplified and
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cleaned up the sensory input. Thus, the critical reduction
for learning in the present study appears to have been from
three potential referents in the child’s view to one visually
dominant object, and this reduction was implemented by
the infants’ own actions. In the context of the even greater
ambiguity that characterizes natural learning contexts, the
infants’ reduction of the number of potential referents at
the sensory level and through their own action may be
even more critical (see a recent study by Yurovsky, Smith,
and Yu (2012)).

4.2. Embodied attention

When infants bring objects close to their eyes and head,
they effectively reduce the clutter and distraction in the vi-
sual field as close objects are visually large and block the
view of potential distracters. This is a form of externally
rather internally accomplished visual selection and it high-
lights how the early control of attention may be tightly
linked to sensory-motor behavior. This is a particularly
interesting developmental idea because many cognitive
developmental disorders involve attention and because
there is considerable evidence of co-morbidity of these
cognitive disorders with early usual sensory-motor pat-
terns (Hartman, Houwen, Scherder, & Visscher, 2010).

Experimental studies of adults show that the mature
system can select and sustain attention on a visual target
solely through internal means, without moving any part
of the body and while eye gaze is fixated elsewhere (e.g.
Müller, Philiastides, & Newsome, 2005; Shepherd, Findlay,
& Hockey, 1986). However, visual attention is also usually
linked to eye movements to the attended object’s location
(Hayhoe & Ballard, 2005). Moreover, eye movements (Gros-
bras, Laird, & Paus, 2005; Rizzolatti, Riggio, Dascola, & Umi-
ltá, 1987), head movements (Colby & Goldberg, 1992), and
hand movements (Hagler Jr., Riecke, & Sereno, 2007; Thura,
Hadj-Bouziane, Meunier, & Boussaoud, 2008) have been
shown to bias visual attention – detection and depth of pro-
cessing – in the direction of the movement. This link be-
tween the localization of action and the localization of
visual attention may be revealing of the common mecha-
nisms behind action and attention as indicated by growing
neural evidence that motor planning regions play a role in
cortical attentional networks (Hagler Jr. et al., 2007; Kelley,
Serences, Giesbrecht, & Yantis, 2007; Knudsen, 2007). Per-
haps for physically active toddlers, visual attention is more
tightly tied to external action and with development these
external mechanisms become more internalized.

In this context, we note a limitation of the present
study, the lack of information on the momentary direction
of eye gaze. The first-person view, moment-to-moment, is
central to understanding attention and learning at the mi-
cro-level. This view changes with every shift in eye gaze,
every head turn, and with hand actions on an object. Here,
we have provided information about heads and hands, and
show that the content of the head-centered visual field pre-
dicts word learning by toddlers. Since a stabilized head-
centered view with a single dominant object predicts
learning, it seems likely that the head and eyes were
aligned during successful naming moments. But we do
not have evidence on the finer-grained information of the
infant’s specific focus within that larger head-centered
field nor fine-grained temporal information about how
clutter in the visual field and nearby competitors, may lead
to shifts in eye-gaze direction and then to shifts in head
direction and in these ways destabilize attention.

We also do not have information on the role that eye-
gaze direction plays in social cuing. Evidence from adults
(Hanna & Brennan, 2007; Kreysa & Knoeferle, 2010; Rich-
ardson, Dale, & Tomlinson, 2009; Shockley, Richardson, &
Dale, 2009) demonstrates that the momentary eye gaze
direction of a social partner disambiguates potential refer-
ents for mature listeners rapidly, within the time frame of
milliseconds, making the social partner’s momentary eye
gaze an important component of online word-referent
mapping. Although the evidence indicates that infants fol-
low eye gaze and that this relates to language learning
(Brooks & Meltzoff, 2005), much less is known about the
temporal dynamics of eye-gaze following in complex social
contexts in which heads and bodies are continually mov-
ing. Most experiments on the following of eye gaze, in in-
fants and adults, manipulate eye-gaze direction in a
straight-on face (see Langton, Watt, and Bruce (2000), for
a review). However, in natural contexts, heads and eyes
can move together or independently (Einhäuser et al.,
2007); adults, children and infants are known to have dif-
ficulty ignoring the direction of the head in judging eye
gaze direction (Corkum & Moore, 1998; Doherty & Ander-
son, 1999, 2001; Doherty, Anderson, & Howieson, 2009;
Langton et al., 2000; Loomis, Kelly, Pusch, Bailenson, &
Beall, 2008; Moore & Corkum, 1994). The needed next step
to understand the dynamics of eyes and heads in toddlers’
embodied attention and to understand the roles of heads
and eyes in parent–child social coordination requires
head-mounted eye trackers on both participants so as to
capture both the head-centered view and the dynamics
of eye-gaze within that view. Ongoing but rapid advances
in the development and use of head-mounted eye-trackers
with active toddlers suggest that this is possible (Franchak,
Kretch, Soska, & Adolph, 2011).

4.3. Social learning

Toddlers cannot learn object names by themselves
(Baldwin, 1993; Baron-Cohen, 1997; Bloom, 2000; Wood-
ward, 2004). The parents in the present study provided ob-
ject names both at optimal sensory moments and also at
less optimal moments. Analyses of infant and parent ac-
tions suggest that when parents supplied object names at
optimal moments they were following their infant’s lead
and interest in the attended object, a pattern of responsivity
on the part of the parent that has been linked to successful
word learning in previous research (Bornstein, Tamis-LeM-
onda, Hahn, & Haynes, 2008; Gros-Louis, West, Goldstein, &
King, 2006; Miller, Ables, King, & West, 2009). Parents may
have provided object names at less optimal moments be-
cause they were trying to lead the infant’s attention in-
stead, or they were trying to ‘‘follow’’ the infant’s lead but
misread the degree to which the infant’s interest would
persist or because they were unable to ‘‘see’’ the visual clut-
ter in the infant’s view that led to more transient attention.
By this account, parent head movements toward the named
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object during successful moments could have emerged –
not because parents knew in some way that these were
optimal moments – but because they were dynamically
tracking their infant’s attentional shifts, and thus moving
their eyes and heads moment by moment to the object to
which their infant was attending. However, it is also possi-
ble that parents offered names for different reasons with
different goals, and that these different goals were in part
indicated by the different patterns of head movements at
the moment of naming. Thus, parents may play a larger role
in providing more and cleaner input for the infant’s word
learning processes than is apparent in the present data
and infants may be cuing parents in ways not evident in
the present analyses. These roles of children and parents
in creating and exploiting optimal sensory moments may
also change with development. Therefore, the present re-
sults demonstrate the value of richer analyses of parent
and infant behavior with respect to these clean visual mo-
ments in which one object is dominant in the child’s view.

The literature provides a long list of bodily actions that
may be relevant to orchestrating these optimal visual mo-
ments. Evidence from discrete-trial and highly controlled
laboratory experiments makes it clear that very young
children are highly sensitive to momentary eye-gaze direc-
tion, points, and other manual gestures as cues to the
intended referent (Akhtar & Tomasello, 1997, 2000; Bald-
win, 1993; Baron-Cohen, 1997; Csibra & Gergely, 2006;
Gergely, Nádasdy, Csibra, & Bíró, 1995; Woodward,
2004). However, in real-world social interactions, and in
the social context of the present design, the interaction is
not made up of discrete trials but unfolds in time, with
each moment building on the past activity of the individual
and the past activity of the social partner (de Barbaro, Chi-
ba, & Deák, 2011; Goldstein & Schwade, 2008; Sebanz &
Knoblich, 2009; Shockley et al., 2009). Studies of dynamic
coordination between adults in these free-flowing contexts
indicate a complex interplay between various bodily cues,
including important roles for such subtle movements as
bodily sway, mouth openings, posture, and very small head
movements. Perhaps, more critically, these studies reveal a
rhythm and entrainment of the social partner that is evi-
dent in the durations and amplitudes of speech rate, turn
duration, and bodily movements (Sebanz, Bekkering, &
Knoblich, 2006; Shockley, Santana, & Fowler, 2003). Recent
studies of parent–toddler free-flowing interactions also
suggest a role for a complex set of cues including head
direction, vocal intensity, object holding behavior, the spa-
tial segregation of objects in the play area, and rhythmic
bodily movements (Amano, Kezuka, & Yamamoto, 2004;
Liszkowski, Carpenter, Henning, Striano, & Tomasello,
2004; Yoshida & Smith, 2008; Yu et al., 2009). Thus in ways
yet to be discovered, parent actions may show signs of sen-
sitivity to and may also play a role in coordinating their in-
fant’s bodily orientation to objects and thus may foster
these optimal visual moments for learning.

4.4. Going micro

Children learn the names of objects in which they are
interested. Therefore, as shown in Fig. 10a, ‘‘interest’’, as
a macro-level concept, may be viewed as a driving force
behind learning (Bloom, Tinker, & Scholnick, 2001). Given
this, what is the new contribution of the present study?
One might argue that the main result is that infants learn
object names when they are interested in those objects:
that holding an object and a one-object view are merely
indicators of the infant’s interest in the object. That is,
the cause of learning may not be the lack of visual clutter
at the moment of object naming, but be the child’s interest
in the object which happens to be correlated with the not
causally relevant one-object view. By this argument (as
shown Fig. 10b), the results show only that infants learn
the names of things in which they are interested more
readily than the names of things for which they have little
interest; visual selection at the sensory level is merely
associated attributes but not essential to nor contributory
to learning. From this perspective, the present study has
gone to a lot of trouble and a lot of technology to demon-
strate the obvious. Although we disagree with this view,
the proposal that our measures of image size and holding
are measures of infants’ interest in the target object and
that the results show that infants learn when they are
interested in an object seems absolutely right to us. What
the present results add to the macro-level construct of
‘‘interest’’ is two alternative explanations shown in
Fig. 10c and d. First, the present study may provide a mech-
anistic explanation at a more micro-level of analysis of
why ‘‘interest’’ matters to learning. As proposed in
Fig. 10c, interest in an object by a toddler may often create
a bottom-up sensory input that is clean, optimized on a
single object and sustained. Interest may mechanistically
yield better learning (at least in part) because of these sen-
sory consequences. Therefore, at the macro-level, one may
observe the correlation between learning and interest; at
the micro-level, the effect of interest on learning may be
implemented through clean sensory input, and through
perceptual and action processes that directly connect to
learning. Fig. 10d provides a more integrated version of
these ideas: interest may initially drive learning (through
a separate path); and interest may also drive the child’s
perception and action – which feed back onto interest with
sustained attention to support learning. That is, interest
may drive actions and the visual isolation of the object
and thus increase interest. These sensory-motor behaviors
may also directly influence learning by localizing and sta-
bilizing attention and by limiting clutter and distraction.
In brief, the micro-level analyses presented here are not
in competition with macro-level accounts but offer new
and testable hypotheses at a finer grain of mechanism –
moving forward from Fig. 10a to d.

One new hypothesis is that visual clutter itself may dis-
rupt learning. A second hypothesis is that sustained sensory
isolation of the named referent may be necessary for learn-
ing. That is, the visual dominance of the named object for a
short duration just at the moment of naming may not be suf-
ficient for toddlers to learn an object name; instead, sus-
tained sensory isolation of the target some time prior to
and after naming may be critical to bind the name to the ob-
ject. These two hypotheses make clear the potential value
of considering word learning at the sensory-motor level.
The co-morbidity of motor and cognitive developmental
disorders (Hartman et al., 2010; Iverson, 2010; Mostofsky



Fig. 10. Four hypotheses on child’s interest, learning and sensory-motors behaviors. (a) Child’s interest on target objects leads to learning. (b) Child’s
interest drives both learning and sensory-motors behaviors. Therefore, there are correlations between the two (the dotted line). (c) Child’s interest leads to a
sequence of actions on the interested object (e.g. holding and manipulating) which then lead to the visual dominance of that object. This clean visual input
is fed into internal learning processes. In this way, child’s interest is indirectly correlated to learning (then dot line) because interest is implemented
through child’s perception and action which directly connect to learning. (d) Initially, child’s interest directly influences both learning and as well as
sensory-motors behaviors. Thereafter, sensory-motors behaviors also directly influence learning (and maybe interest itself as well) as sustained attention
on the target object may facilitate learning while distracting and messy sensory input may disrupt learning. In this way, both child’s interest and sensory-
motor behaviors jointly influence learning.
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et al., 2009), and the link between abnormal movement
patterns and poor attentional control in children (Mostof-
sky et al., 2006; Tillman, Thorell, Brocki, & Bohlin, 2007)
are also well-known but not well-understood. Linking
important macro-level achievements – such as mapping a
name to an object – may be crucial in understanding the
developmental dependencies between sensory-motor pro-
cesses and early cognitive development. Research pro-
grams that attempt to cross and integrate the micro and
macro might not only reveal these cross-level and cross-
time scale dependencies but also provide translatable
work-around solutions to the benefit of intervention. For
example, if interest in an object were the primary driver
of learning, but if interest by toddlers mechanistically ben-
efited learning primarily through the sensory reduction of
distractors, then we could focus intervention efforts not
just on interest or motivational levels but also on artificially
isolating the relevant object for the learner.

Thus, the findings also contribute by providing a more
detailed and more quantitative description of sensory-mo-
tor behavior and its effects on word learning. One of our
main conclusions is that the visual dominance of the
named object matters. But we know more than that: we
know the child creates moments of visual dominance
through his bodily actions on objects; we also know the ex-
act size of named objects in the child’s egocentric view, and
we know the temporal dynamics of object sizes before,
during and after naming moments. Such detailed results
open up new and potentially deep questions: for instance,
is visual dominance with respect to word learning better
understood in terms of absolute visual size or in terms of
relative size with respect to competitors? If absolute size
is critical, it may be an indicator of the processes in an
immature system that are needed for the multisensory
binding of a visual event to an auditory one. And, if it were
absolute size it would predict that children would actively
bring smaller objects closer to the eyes than larger ones.
Alternatively, if relative dominance matters, then the key
processes could concern competition in the visual system.
Further, if objects compete for attention, then does domi-
nance indicate a winner-take-all-like selection – such that
at any moment, the largest object in view is considered as
the only candidate referent, or is the process more proba-
bilistic wherein each object gains a certain probability to
be linked to the heard word and that probability is propor-
tional to the visual saliency of that object? Are the dynam-
ics of visual isolation of the target relative to naming –
with the isolation (and thus potential representation of
the object in memory prior to naming and sustained after
naming) critical to binding the name and object? And, does
it matter whether visual dominance is created by child or
by parent? If visual dominance in the infant’s view is nec-
essary for word learning, it may not matter how one
achieves that dominance. In interactive social play with
equally sized objects, it may happen to be mostly the in-
fant’s manual actions that are the proximal cause. These
are specific and answerable questions suggested by the
present results and these questions are critical to a more
complete understanding of the visual, attentional and
memorial processes that support early word learning.

In conclusion, we began by noting that the challenge of
the infant attempting to learn word-object mappings from
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word-scene co-occurrences could be potentially solved at
the sensory input level and that the assumption of referen-
tial ambiguity – an assumption that defines the major the-
oretical problem in early word learning – might be
exaggerated. The results show that infants often create vi-
sual moments in which only one object is in their view and
object name learning is strongly associated with naming
events that occur during those moments. The main contri-
bution of the present research, then, is that it suggests a
bottom-up sensory solution to word-referent learning by
toddlers. Toddlers, through their own actions, often create
a personal view that consists of one dominating object.
Parents often (but not always) name objects during these
optimal sensory moments and when they do, toddlers
learn the object name.
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Appendix A

A.1. Image processing

Our experimental setup significantly simplified the fol-
lowing image processing compared with other computer
vision applications. However, there are two special chal-
lenges we faced with in our current setup. First, the quality
of images captured from mini-cameras is limited due to
the small size of the cameras. More specifically, the auto-
matic gain control and the white balance functions in those
cameras are always on which sometimes cause dramatic
changes in ‘‘color temperature’’ frame by frame when par-
ticipants moved their heads. The same object may look
quite differently due to the automatic adjustment of the
camera to compensate for ‘‘color temperature’’ changes
caused by head movement. Second, the compositions of
images from the two first person views (especially from
the infant’s camera) are quite different, compared from
program can detect three objects on the table and participants’ hands and
tracted information from three video streams will be used in subsequent
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images used in most other computer vision applications, in
two unique ways: (1) Every object in the first-person cam-
era was captured from a zoomed-in view. Therefore, the
size of object was much bigger due to the close distance
to the camera compared with standard images captured
from a distance in most cases. (2) An object in head-camera
images was always partitioned into several blobs due to
the overlapping with other objects and hands.

The general image processing consists of two steps as
shown in Fig. 11. We first pre-select 25 images per object
and ask human coders to annotate those objects by clicking
along the boundary of a desired object and then indicate its
identity. We have developed a training program that takes
the annotation information and builds a color histogram
representation of each instance of an object.

Next, given a set of feature vectors based on color histo-
gram, we cluster those vectors in a feature space and find a
set of prototypes for each object. The Hierarchical cluster-
ing algorithm (Duda, Hart, & Stork, 2001) is used to group
those vectors into a set of clusters. The center of each clus-
ter is then calculated and used as a prototype. Moreover,
we also assign a weight of each prototype based on the
proportion of vectors that belong to this cluster. The out-
come from training for each object is a set of vectors and
weights. Next, given a new image frame, our image pro-
cessing method is composed of two steps. First, the raw
image is segmented into several blobs based on color con-
stancy. Second, each blob is examined one by one and as-
signed to an object label based on the comparison with
the color histogram representation extracted from a blob
with the prototypes of objects from training. More specifi-
cally, we use earth-mover distance (Rubner, Tomasi, & Gui-
bas, 2000) as a metric to compare two color histograms – a
prototype from training and the color histogram extracted
from the current blob. The central idea of the earth-mover
distance is to take into account of the similarity between
neighbor bins instead of treating them independently in
histogram comparison. In this way, each blob extracted
from image segmentation is assigned with either an object
label or as background. More technical details can be found
in (Yu et al., 2009).
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