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Opinion
Studies of brain connectivity have focused on two
modes of networks: structural networks describing neu-
roanatomy and the intrinsic and evoked dependencies of
functional networks at rest and during tasks. Each mode
constrains and shapes the other across multiple time-
scales and each also shows age-related changes. Here
we argue that understanding how brains change across
development requires understanding the interplay be-
tween behavior and brain networks: changing bodies
and activities modify the statistics of inputs to the brain;
these changing inputs mold brain networks; and these
networks, in turn, promote further change in behavior
and input.

Introduction
Human cognition and behavior emerge from dynamic neu-
ral activity that unfolds within distributed structural and
functional brain networks (Box 1) [1,2]. There has been an
expansion of studies examining age-related changes in
these networks [3,4] that has set the stage for the critical
next step: understanding the processes through which
brain networks at one age turn into brain networks at a
later age. Both theory and data strongly implicate chang-
ing brain connectivity as ‘both’ cause and consequence of
developmental changes in behavior [5–8]; accordingly, an
understanding of development requires viewing brain net-
works as part of larger systems of dynamically interwoven
processes that extend from the brain through the body into
the world [9–11].

Here we propose a network-based account of develop-
mental process in terms of the nested dependencies and
interdependent timescales of change within structural
and functional brain networks (Figure 1). This interplay
between functional and structural networks provides the
basis for a developmental perspective that explicitly views
brain networks as extending from the brain into the
sensorimotor environment: brain–body–behavior  net-
works actively select and create information that in turn
modifies the brain’s internal structure and dynamics.
These ideas have consequences for understanding
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Links between structural and functional networks and
behavior
Although there are specialized brain regions that have
been associated with specific cognitive competencies, re-
search over the past 20 years has shown that different
brain regions cooperate with one another to yield system-
atic patterns of coactivation in different cognitive tasks
[12]. Detailed analyses of these patterns of functional
connectivity have also been recorded during task-free
‘resting-state’ brain activity and these analyses reveal
statistical dependencies in neural activity across regions
that are highly similar to those that are activated when
individuals are engaged in specific tasks [12,13]. Thus
functional networks have enduring connectivity patterns
even when not specifically engaged. Other studies have
shown that these functional networks are also constrained
by patterns of structural connectivity [14]. Individual dif-
ferences in both structural and functional brain networks
have been observed and these are associated with differ-
ences in cognitive and behavioral performance [15–17].
Further, moment-to-moment fluctuations in intrinsic func-
tional connectivity predict moment-to-moment variations
in performance, including ambiguous perceptual decisions
and detection of stimuli at threshold [18,19]. All of these
advances point to the centrality of understanding function-
al and structural connectivity patterns in understanding
human cognition.

These advances in understanding the dynamic proper-
ties of brain networks clarify several conceptual issues.
First, the role of connectivity goes beyond channeling
specific information between functionally specialized brain
regions. Instead, connectivity generates complex system-
wide dynamics that enable local regions to participate
across a broad range of cognitive and behavioral tasks
(Box 1). Second, the role of external inputs goes beyond
the triggering or activation of specific subroutines of neural
processing that are encapsulated in local regions – rather,
inputs act as perturbations of ongoing activity whose
widespread effects depend on how these inputs become
integrated with the system’s current dynamic state [20,21].
Third, the cumulative history of perturbations as recorded
in changing patterns of connectivity – in the moment and
over progressively longer timescales – defines the system’s
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Box 1. Structural and functional networks

Structural networks refer to the set of anatomical connections linking

distinct cortical and subcortical brain regions, such as the arcuate

fasciculus, which links temporal regions to the inferior frontal gyrus.

Functional networks refer to the set of connections among brain

regions that are derived from statistical dependencies among their

temporal patterns of neural activity observed during tasks and during

rest. For example, during reading, when left inferior occipitotemporal

regions are active, temporally correlated evoked activity is also

observed in the left posterior superior temporal cortex and in the left

inferior frontal gyrus [63]. These regions thus form part of a reading

functional network; parts of this reading network also participate in

functional networks for spoken language [63,68]. In addition to such

task-evoked functional networks, intrinsic (or resting-state) functional

networks are derived from spontaneous neural activity when no

specific task is being performed.

Brain networks are dynamic. Structural networks are relatively

stable but can change gradually over longer timescales of days or

weeks, due to changes in myelination and other axonal properties

[28]. Functional networks capture statistical dependencies and can

be measured over various time intervals. Measured over short

intervals, from milliseconds to seconds, functional networks under-

go continual change, reflecting spontaneous and task-evoked

fluctuations of neural activity [25,90]. Over longer time intervals of

several minutes, functional networks exhibit robustly stable features

across and within individuals even at rest [91] that are thought to

reflect the brain’s intrinsic functional architecture [2,12,13]. None-

theless, these stable features of functional networks can also change

over longer timescales, in response to changes in sensory input or

behavior [24–27,29,30,73]. A main point of this opinion article is that

structural and functional networks interact on multiple timescales,

mutually shaping and constraining one another within the brain on

short timescales, while both generating and being modulated by

patterns of behavior and learning on long timescales.
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changing capacity to both respond to input and generate
increasingly rich internal dynamics.

None of this can be fully understood by studying the
brain in isolation. Brain networks do not arise autono-
mously but instead emerge in a constant dialog between
intrinsic and evoked dynamics, local and global neural
processing, and, perhaps most importantly, constant inter-
action between brain, body, and environment [2,9–11,22].
Although studies of brain connectivity have been extraor-
dinarily successful in disclosing patterns of interrelation-
ships among functionally segregated and specialized
regions of the brain, a fuller understanding of how brain
networks relate to cognition across an individual’s lifespan
requires extending these networks out into the world.

Behavior modulates structural and functional
connectivity
Brain networks drive real-time behavior; behavior in turn
evokes neural activity that can change patterns of connec-
tivity – for instance, when we hold a cup or read a book,
different and potentially overlapping sets of neural regions
become functionally connected. These changes in connec-
tivity occur across multiple timescales, extending beyond
the moment of coactivation to more enduring functional
and structural changes. Evoked neural activity from per-
forming even relatively brief tasks such as looking at
images causes perturbations to intrinsic activity that last
from minutes to hours [19,23–25] and are functionally
relevant, predicting later memory for the seen images
[24]. Longer tasks produce longer perturbations [23]. For
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example, 30 min of neurofeedback training yield intrinsic
activity changes that persist for 1 day [26] and many
sessions of intensive reasoning training yield measurable
effects on intrinsic activity that persist for months [27].
These ‘reverberations’ of evoked activity may also modu-
late structural topology via longer-lasting synaptic plastic-
ity [23]. Extensive practice in tasks such as juggling
produces changes in the structure of cerebral white matter,
probably by affecting activity-dependent myelination [28]
over slow timescales of weeks and longer [16], with task-
induced modulations of functional and structural connec-
tivity occurring in tandem [29].

Thus, across fast and slow timescales, behaviorally
evoked activity shapes network structure and function,
which in turn results in changes in behavior – strongly
suggesting that an individual brain’s network topology and
dynamics at one time point reflect a cumulative history of
past behavior (e.g., [30]; see also [19]). Brain networks are
thus adaptive networks in the sense that they combine two
types of dynamics that coevolve – the dynamics of the
‘topology of’ the network and the dynamics of the ‘activity
on’ the network [31]. Network topology constrains fast, on-
the-network dynamics; fast dynamics in turn shape net-
work topology over slower timescales [31] (see also [32]).

Behavior extends brain networks into the environment
Behavior exerts its powerful causal influence on the brain’s
evolving network topology and dynamics by selecting
inputs and by dynamically coupling different components
of the neural system; in so doing, behavior modulates
functional connectivity. For example, where one looks
determines what one sees, shaping the statistics of visual
inputs as well as the resulting patterns of functional
connectivity across the brain [33]. Moreover, by contribut-
ing to action and behavior, neural activity in one part of the
brain can drive neural activity elsewhere – not by going
through the brain but by going through the sensorimotor
environment [2]. Active input selection via eye movements
also modulates neural responses throughout visual cortex
[34]. Head and hand movements also structure the input
statistics; for example, as we hold, rotate, and use objects,
we actively generate dynamic visual information that sup-
ports efficient visual object recognition [35]. Because hand
movements so often select what we look at, objects near
hands have visual priority [36]. All of these bodily actions
not only shape the unimodal input statistics, they also
generate and modulate correlations among sensorimotor
systems, creating higher-order multimodal regularities
exploitable by the brain and critical for perceptual and
reward learning, as shown in robotic models [2,10,22,37].

In summary, sampling of the external world through
action creates structure in the input, which in turn per-
turbs ongoing brain activity, modulating future behavior
and input statistics and changing both structural and
functional connectivity patterns. But this active sampling
of the world is itself driven by neural activity, as motor
neurons modulated by intrinsic activity [18,38] and net-
work topology [15] guide the movements of eyes and body.
Thus, in a circular process that was once one of the
foundations of cybernetics [39], the brain’s outputs influ-
ence its inputs and these inputs in turn shape subsequent
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Figure 1. Extended brain–body–behavior networks mutually shape and constrain one another across timescales, with developmental process emerging from these

multiscale interactions. (A) Within the brain, intrinsic functional networks (FC) (blue nodes and edges) fluctuate and evolve over fast timescales. FC networks are

constrained by structural connectivity (SC) (red nodes and edges), which they in turn modulate over longer timescales. (B) Behavior extends brain networks into the world

by selecting inputs that perturb the interplay between and functional networks within the brain. These stimulus-evoked perturbations cascade into intrinsic brain dynamics,

producing changes in functional and structural networks over short and long timescales – changes that modulate subsequent behavior. (C) These extended brain–behavior

networks undergo profound changes over development, with changes in the dynamics of the body and behavior (e.g., sitting, crawling, walking, reading) creating different

regularities in the input to the brain and in turn modulating the functional and structural networks of the brain, which modify later behavioral patterns. Overall, across

multiple timescales, brain networks (A) are shaped by interactions within extended brain–body–behavior networks (B), producing unique developmental trajectories (C) and

thus contributing to the individual differences observed in adult brain networks.
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outputs [2] – binding brain networks to the organism’s
environment over short timescales and cumulatively over
developmental time [5,19,40].

Extended brain–body–behavior networks change across
development
All aspects of this circular process – the brain, its outputs,
and its inputs – change with development. The development
of structural and functional brain networks is protracted,
with age-related changes throughout the first decades aris-
ing from extended postnatal pruning and myelination along
with synaptic tuning and remodeling that persist over the
lifespan [41]. Consistent with computational models [32]
(see also [31,42]), some empirical evidence supports ontoge-
netic coevolution of structural and functional brain net-
works, which exhibit coordinated age-related change [43]
and become more coupled with age [44]. One example, in
ferrets, shows increasing correspondence between visual
input statistics, evoked visual activity, and spontaneous
activity, such that spontaneous activity increasingly
matches activity evoked from visual inputs [40].

In early human development, the body’s morphology
and behavior change concurrently, which results in
continual but developmentally ordered changes in input
statistics. Figure 2 illustrates the dramatic changes in the
motor abilities of humans over the first 18 months of life. A
large literature documents dependencies between these
specific motor achievements and changes in perceptual
and other developments in typically [45,46] and atypically
[47] developing children. For example, pre-crawlers, craw-
lers, and walkers have different experiences with objects,
different visual spatial experiences, different social experi-
ences, and different language experiences that are tied to
posture and can be influenced by experimentally changing
the infant’s posture [45,48–51]. Input statistics change
profoundly when infants become able to sit steadily, such
that their hands are free to manipulate and functionally
use objects. The visual information self-generated by object
manipulation in stably sitting infants has been shown to
support changes in object memory, object discrimination,
and view-invariant object recognition [52–54]. Further,
when toddlers handle an object, they do so with short arms
that bring the object near the eyes so that it dominates the
visual field, creating optimal moments for object-name
learning [55,56]. Changes in infant babbling [57], locomo-
tor status [49], and hand actions [58] have all been shown
3
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Figure 2. Sensory–motor skills and postures change dramatically in the first year and a half of life, with each new sensory–motor achievement leading to new sensory

experiences. Top: The sequence of postural and locomotor skills over the first 16 months. The horizontal lines indicate the normative range of emergence of each posture.

Adapted from Bayley, N. (1969) Manual for the Bayley Scales of Infant Development, Psychological Corporation and Frankenburg, W.K. et al. (1992) Denver II Screening

Manual, Denver Developmental Materials. Bottom: Images captured from head cameras worn by a sitting infant holding a toy, by a crawling infant, and by a walking infant

illustrate the different views and perspective provided by changing sensory–motor skills.
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to shape caregivers’ verbal responses and thus influence
the regularities available in the language input.

At present there is little direct evidence linking these
changes in motor development and multisensory input to
changes in brain networks (but see [8]). However, studies of
older children learning to read, write, and compute provide
direct evidence of brain networks being modulated by
changes in behavior and input statistics [7,59–61]. Litera-
cy acquired during childhood and adulthood is associated
with largely similar patterns in structural [62] and func-
tional [63] brain networks, underscoring the importance of
behavior in creating those changes. Extra reading practice
in children needing remediation is also associated with
modulation of structural networks [64] (see also [65]) and
intrinsic connectivity [66]. The state of these structural
and functional networks in turn supports future behavior,
with structural topology [67] and intrinsic connectivity
[17,66] predicting reading competence.

Developmental changes in experiences and in the active
sampling of information will restructure the input statis-
tics and over time yield changes in brain network topology
and dynamics, changes that in turn support and influence
4

behavior and new experiences. The sources of brain
changes relevant to some development can be indirect
and overlapping, with handwriting practice influencing
reading networks [7] and reading practice influencing
auditory language networks [68]. Importantly, many of
these behavioral changes are common and linked with
age and thus seem likely to contribute to the age-related
changes now being observed in brain network structure
and function.

In summary, the changing dynamics of the child’s body
and behavior modulate the statistics of sensory inputs as
well as functional connectivity within the brain, which
contribute to developmental changes in functional and
structural networks that support behavioral performance
across disparate domains.

Development emerges from change in brain–body–
behavior networks
The essential question of development is to understand the
‘processes’ by which new form and pattern emerge from
existing form and pattern [10,42,69] and so the next fron-
tier is to understand age-related changes in brain networks



Box 2. Implications for atypical development

Much research is currently investigating the use of structural and

functional brain network metrics as biomarkers of developmental

disorders, for diagnostic purposes and to provide mechanistic

insights on heterogeneous behavioral phenotypes [2,92]. Consid-

eration of the developmental trajectory leading to the appearance of

any such network metrics – including the child’s physical behavior

and surroundings – is critical for informing mechanism and

intervention alike (see also [93]). As Karmiloff-Smith has noted

[93], children with developmental disorders often inhabit very

different environments from typically developing children, leading

to different input regularities available to be selected.

In the case of autism, differences between typically developing

children and children at high risk of autism in the self-generated

selection of inputs via gaze patterns and orienting to name and to

other social stimuli emerge early [94]. Indeed, several researchers

have implicated the child’s selection of atypical inputs as a key

contributor to the developmental cascade leading to the emergence

of the atypical behavior characteristic of autism and atypical

development of brain networks alike [94–96].

Prospective longitudinal studies of siblings at high risk of autism

are crucial not just for charting the trajectories associated with

eventual diagnoses, but also for understanding the pathways

followed by high-risk children who do not develop autism, including

differences in protective factors such as executive function [97] or

differences in input regularities due to the child’s behavior or

environment. Pediatric neuroimaging has revealed common but

atypical brain activation in diagnosed and non-diagnosed siblings

along with ‘compensatory’ brain activity in non-diagnosed siblings

that differs from both typically developing and diagnosed children

and may support their more typical behavior [98]. Future work

combining longitudinal studies of early developmental trajectories

with neuroimaging to understand what differences in the child’s

behavior and environment can promote the emergence of such

compensatory brain activity despite familial and neural risk factors

will thus critically inform the development of interventions.

Examining early developmental trajectories may also provide

critical mechanistic insights into the characteristic heterogeneity in

symptoms and neural markers [95,99]. Recent work has identified

several distinct developmental trajectories to an autism diagnosis in

siblings at high risk [100], characterized by differences in timing and

in behavior – differences that are likely to differentially influence the

development of brain networks. Important progress will be made by

linking these differences in very early pathways – including self-

generated behavior – to the emergence of the later heterogeneity in

brain and behavior (see also [99]).
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in terms of the processes that take a brain network from an
earlier state to a more mature one. Because of the interplay
of structural and functional networks with behavior and
sensory inputs, understanding brain network development
will require extending these brain networks out into the
world: developmental process emerges from the interplay
between different modes and different timescales of these
extended brain–body–behavior networks.

New form (structural topology) and pattern (intrinsic
and evoked activity) emerge in young brain networks as
the dynamics of the child’s body and behavior change and
restructure the input to the brain. Perturbations from
these behavioral dynamics combine with ongoing neural
dynamics [19–21]. Thus, behavioral and neural dynamics
interact to produce the ongoing network dynamics that
form the brain’s functional repertoire [13,70] and shape
brain network topology over time [31]. Importantly, mod-
ulations of network topology and function associated with
one particular behavior are not limited to that specific
behavior [6,7,68]. As these modulated network components
are reassembled in subsequent tasks, the changes pro-
duced in one task context feed into the next task context.
This developmental cascade supports new dynamics and
complexity in behavior (e.g., [71]) and both reflects and
produces the deep interdependencies between apparently
disparate developmental achievements [46].

One example concerns the consequences of providing
infants with weeks of precocious reaching experience via
Velcro mittens that enable them to grasp and explore
objects much earlier than control infants; this early expe-
rience leads to increases in later visual attention to objects
and oral exploration of objects [72]. Although speculative,
it is possible that the new coordination between vision and
action produced by the Velcro mittens, and the increased
and early reaching that follows, increases functional cou-
pling between neural systems for vision, spatial orienting
of attention, and manual action, and strengthens associat-
ed structural connectivity. Such behaviorally driven
changes in functional and structural connectivity would
also influence ongoing activity at rest. Responses to senso-
ry input depend in part on ongoing neural activity at the
time of input [20,73,74], raising the possibility that the
increased looking at objects and responding to them as
targets for exploration is supported by changes in ongoing
activity produced by mitten training in this paradigm –
and, outside the laboratory, by many hours of reaching
practice (e.g., [75]). Increases in object exploration, in turn,
lead to numerous subsequent developmental achieve-
ments [46,52–54].

Development thus emerges from such interactions within
extended brain–body–behavior networks, going beyond the
mere unrolling of information preexisting in the organism or
the absorption of environmental information [10,42,69,76–
78]. Instead, brain and behavioral development is a ‘process’
through which the information that moves the system for-
ward is created probabilistically in interactions that cross
timescales and span the brain, the body, and behavior.

Implications for future research
Understanding how brain networks develop requires
zooming out and considering how the system as a whole
develops. On this view, a snapshot of the system at a given
time cannot be divorced from its history or ‘lifeline’ [79] (see
also [10,80]): a specific behavior or brain network property
may depend on some earlier activity that in turn depended
on the network status at that time. This perspective
requires taking a broader view of sources of variation
and change in brain networks. Instead of ascribing age-
related changes to maturational processes that unfold
autonomously, it is necessary to consider neural and be-
havioral activity as key modulators of the physiological
growth processes that produce the observed changes in
brain networks and in turn behavior. Because action and
input selection influence brain networks (e.g., [81]), it is
unlikely that individual differences in brain network prop-
erties are solely the result of heritable variations; instead,
they must be understood in light of the history of network
interactions unfolding over time, building on one another.

These ideas have direct implications for atypical devel-
opment (Box 2) and education. Emerging evidence
5



Box 3. Insights from developmental robotics

The synthetic study of mutual interactions between brain networks

and embodied behavior over time is an important complement to

the empirical study of developing biological organisms. In the field

of developmental robotics [101–103], models of mechanisms of

developmental change can be instantiated in robots that behave and

learn, by combining neurobiologically plausible neural networks

with physical bodies that move and sense. This approach allows the

testing of models of development and studies of brain–behavior

interactions and other emergent developmental change at multiple

temporal and physical scales and, importantly, permits manipula-

tions that are not ethically possible in human studies.

Several such models have been used to study how the

structuring of inputs through physical behavior influences the

development of neural circuits supporting particular functions and

have generally found sensorimotor coupling between the robot

and the environment to be critical to the formation of circuitry

supporting adaptive behavior [104,105]. In one model, self-

generated movements were critical to the gradual development

of pattern-based object recognition, which was supported by

changes in connectivity in higher-order visual circuits [104]; in a

related system, physical behavior was essential for visual binding

and object discrimination and modulated the underlying neural

circuits [105]. Both random self-generated movements, or ‘motor

babbling’, [106] and limb twitching [85] have been shown to lead

to the self-organization of sensorimotor circuits; motor babbling

has also been linked longitudinally to the emergence of reaching

and object manipulation [107]. The work of Oudeyer and

colleagues [103] has shown how active exploratory sampling

coordinates behavior and enables the discovery of novel tasks,

including communicatory babbling. Finally, the robotic models of

Jun Tani and colleagues demonstrated how the compositionality

reflected in higher-order behaviors including language can

emerge in systems with multiscale temporal dynamics that are

grounded in sensorimotor processing [108].

Extensions of information theory provide a means of quantifying

the mutual interactions between neural circuits and sensing and

motor behavior by mapping directions of information flow,

reflecting patterns of causality [2,37]. This approach has demon-

strated that sensorimotor coupling due to behavior creates

information not present in the stimulus alone, in a way that is

dependent on sensor morphology and changes based on con-

tingencies in the environment. This method can be extended to

study more protracted developmental changes at multiple neural

and temporal scales. The extension of such formal models to

empirical studies of behaving – and developing – organisms is an

important goal for the future.
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suggests that targeted measures of brain networks in
children enhance and even surpass [71,82,83] behavioral
measures in predicting future learning. However, only
with a mechanistic understanding of the sequences of
events – including behaviors and inputs – that lead to
the emergence of the network properties associated with
best learning outcomes can these findings be translated
into educational programs that can improve outcomes in
all children.

Given the nonlinearities, unexpected dependencies,
and multiple routes that characterize development
[42,46], integrative empirical and synthetic (Box 3) study
of the pathways leading to particular network properties
will yield important insights beyond the study of behavior
alone. These contributions include understanding the
neural mechanisms underlying the many dependencies
between developmental achievements [45,46,72] and the
multiple routes to these achievements within both typi-
cally developing individuals and those with morphological
6

differences [84]. Although the role of behavior and inputs
has been emphasized here, other behavioral states such as
sleep will also be critical to a more complete understand-
ing of developing brain networks. Advancing research
implicates sleep in the consolidation of experience and
points to a generally heightened neuroplasticity that may
contribute to long-term changes in functional and struc-
tural connectivity [85]. Finally, this work will inform the
boundaries of activity-related functional and structural
network modulation across different neural systems (e.g.,
[86]) and different individuals with different developmen-
tal histories. These are all critical contributions for
informing the timing and content of rehabilitation and
interventions.

Future research investigating the role of extended
brain–body–behavior networks in the emergence of age-
related change in networks within the brain will rely on
longitudinal designs combining neuroimaging and behav-
ioral methods. How the child’s selection of visual inputs
reconfigures functional brain networks in the moment and
at rest can be measured using near-infrared spectroscopy
(NIRS) even in infants and toddlers [87]. Understanding
how these changes in functional coupling during tasks
feed into changes in brain networks over longer timescales
can be achieved by combining longitudinal NIRS with
longitudinal structural and functional MRI during sleep
[88]. Training studies that provide age-linked experiences
precociously [7,72] will be particularly promising for dis-
tinguishing more behaviorally driven brain network
changes from more growth-associated changes. Integrat-
ing measures of change in behaviors including the child’s
selection of input within their environment (e.g., [89]) will
inform individual variation within brain network devel-
opment.

Taking seriously the idea that individual history
shapes and constrains development presents practical
and conceptual research challenges. However, studies
that explicitly examine how extended network interac-
tions at one time point influence network interactions at
subsequent time points will be indispensable for gaining a
more complete understanding of the development of the
system as a whole.

Concluding remarks
Development emerges from interactions within extend-
ed brain–body–behavior networks across multiple,
overlapping timescales (Figure 1). The dynamics of body
and behavior change profoundly over development.
These changes result in continuous and discontinuous
change in both the input regularities created by behav-
ior and the resulting coupling of neural systems. These
in-the-moment perturbations of ongoing activity and
modulations of coupling ultimately shape not only
task-related functional networks but also functional
networks at rest. Such functional network changes
can persist, becoming part of the intrinsic functional
architecture of the system and modulating structural
networks over longer timescales. Such changes in func-
tional and structural networks in turn support changes
in behavior, resulting in changes in input and functional
coupling, and so on.
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These cycles of change in behavior and brain networks
are not self-contained. They overlap in developmental
time, in neural space, and in behavioral domains. This
overlap creates and reflects deep interdependencies and
pushes the developing system forward. In other words,
achievements in one task context (e.g., self-locomotion)
tune brain networks in a way that supports behavioral
achievements in another context (e.g., the A-not-B task
[10,45]). Thus, understanding how age-related changes in
brain networks emerge requires considering not only the
brain but also the rest of the extended brain–body–behav-
ior network.

By resituating the developing brain within the devel-
oping organism, an extended network perspective permits
a more mechanistic while less deterministic understand-
ing of developmental process. On this view, shared biolog-
ical, physical, and cultural constraints result in brains and
behaviors that are modally similar. Human variation
emerges as each individual organism travels along a
unique path [9], pushed forward by interactions within
their own unique brain–body–behavior networks.
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